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As much as I'm passionate about the ideas in this book, I didn't set out to study
psychological safety on purpose. As a first-year *doctoral student in the process of clarifying

my research interests for my eventual *dissertation, I had been fortunate to join a large team

studying medical error in several hospitals. This was a great way to gain research experience
and to sharpen my general interest in how organizations can learn and succeed in an
increasingly challenging, fast-paced world. I had long been interested in the idea of learning
from mistakes for achieving excellence.

My role in the research team was to examine the effects of teamwork on medical error
rates. The team had numerous experts, including physicians whc()A)could judge whether human
error had occurred and trained nurse investigators who would review *medical charts and
interview frontline caregivers in patient care units in two hospitals to obtain error rates for each
of these teams. These experts were, in effect, getting the data for what would be the
*dependent variable in my study —the team-level error rates.

Going into the study, I *hypothesized, not surprisingly, that the most effective teams would
make the fewest errors. Of course, I had to wait six months for the data on the dependent
variable (the error rates) to be fully collected. And here is where the story took an unexpected
turn.

First, the good news (from a research perspective anyway). There was *variance! Error
rates across teams were strikingly different; indeed, there was a *10-fold difference in the
number of human errors per thousand patient days (a standard measure) from the best to the
worst unit on what I sincerely believed was an important performance measure. A wrong
medicine *dosage, for example, might be reported every three weeks on one ward but every
other day on another. Likewise, the team survey data also showed significant variance. Some
teams were much stronger —their members reported more mutual respect, more *collaboration,
more confidence in their ability to deliver great results, more satisfaction, and so on—than
others.

When all of the error and survey data were *compiled, I was at first thrilled. Running the
statistical analysis, I immediately saw that there was a significant *correlation between the

independently collected error rates and the measures of team effectiveness from my survey.

But then I looked closely and noticed something wrong. The direction of the correlation was
(B)

exactly the opposite of what I had predicted. Better teams were apparently making more—not

fewer —mistakes than less strong teams.



Did better teams really make more mistakes? I thought about the need for communication
between doctors and nurses to produce safe, error-free care. The need to ask for help, to
double-check each other's work to make sure, in this complex and customized work
environment, that patients received the best care. I knew that great care meant that *clinicians
had to team up effectively. It just didn't make sense that good teamwork would lead to more
errors. I wondered for a moment whether better teams got overconfident over time and then

became *sloppy. That might explain my *perplexing result. Bu(t why else might better teams
C)

have higher error rates?

And then came the *eureka moment. What if the better teams had a climate of openness
that made it easier to report and discuss error? The good teams, I suddenly thought, don't
make more mistakes; they report more. But having this insight was a far cry from proving it.

I decided to hire a research assistant to go out and study these patient care teams carefully,
with no *preconceptions. He didn’t know which units had made more mistakes, or which ones
scored better on the team survey. He didn’t even know my new hypothesis. In research terms,

(D)
he was “blind” to both the hypothesis and the previously collected data.

Here is what he found. Through quiet observation and open-ended interviews about all
aspects of the work environment, he discovered that the teams varied wildly in whether people
felt able to talk about mistakes. And these differences were almost perfectly correlated with the
detected error rates. In short, people in the better teams talked openly about the risks of errors,

often trying to find new ways to catch and prevent them. It would take another couple of years

(E)
before I labeled this climate difference psychological safety. But the accidental finding set me

off on a new and fruitful research direction: to find out how *interpersonal climate might vary
across groups in other workplaces, and whether it might matter for learning and speaking up in
other industries—not just in healthcare.

(HHH# Amy C. Edmondson The Fearless Organization : Creating Psychological Safety in
the Workplace for Learning, Innovation, and Growth,Wiley, 2018 —%B& %)
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The other day I found myself, as I often do, at a conference discussing *lagging wages and
soaring inequality. There was a lot of interesting discussion. But one thing that struck me was

how many of the participants just assumed that robots are a big part of the problem—that

machines are taking away the good jobs, or even jobs in general. For the most part this wasn’t
even presented as a hypothesis, just as part of what everyone knows.

And this assumption has real implications for policy discussion. For example, a lot of the
*agitation for a universal basic income comes from the belief that jobs will become ever scarcer
as the robot *apocalypse overtakes the economy.

So it seems like a good idea to point out that in this case what everyone knows isn't true.
Predictions are hard, especially about the future, and maybe the robots really will come for all
our jobs one of these days. But automation just isn't a big part of the story of what happened to
American workers over the past forty years.

We do have a big problem—but it has very little to do with technology, and a lot to do with
politics and power.

Let’s back up for a minute, and ask: What is a robot, anyway? Clearly, it doesn’'t have to be
something that looks like *C-3PO, or rolls around saying “Exterminate! Exterminate!” From an
economic point of view, a robot is anything that uses technology to do work formerly done by
human beings.

And robots in that sense have been transforming our economy literally for centuries. David
Ricardo, one of the founding fathers of economics, wrote about the *disruptive effects of
machinery in 1821!

These days, when people talk about the robot apocalypse, they don't usually think of things
like *strip mining and mountaintop removal. Yet these technologies utterly transformed coal
mining: coal production almost doubled between 1950 and 2000 (it only began falling a few years
ago), yet the number of coal miners fell from 470,000 to fewer than 80,000.

Or consider freight containerization. Longshoremen used to be a big part of the scene in
major port cities. But while global trade has soared since the 1970s, the share of U.S. workers
engaged in “marine cargo handling” has fallen by two-thirds.

Technological disruption, then, isn't a new phenomenon. Still, is it accelerating? Not
according to the data. If robots really were replacing workers *en masse, we'd expect to see
the amount of stuff produced by each remaining worker—Iabor productivity —soaring. In fact,

productivity grew a lot faster from the mid-1990s to the mid-2000s than it has since.



So technological change is an old story. What's new is the failure of workers to share in the

fruits of that technological change.
I'm not saying that coping with change was ever easy. The decline of coal employment had
devastating effects on many families, and much of what used to be coal country has never
(A)recovered. The loss of manual jobs in port cities surely contributed to the urban social crisis of

the seventies and eighties.

But while there have always been some victims of technological progress, until the 1970s
rising productivity translated into rising wages for a great majority of workers. Then the
connection was broken. And it wasn't the robots that did it.

What did? There is a growing though incomplete consensus among economists that a key
factor in wage *stagnation has been workers declining bargaining power—a decline whose
roots are ultimately political.

Most obviously, the federal minimum wage, adjusted for inflation, has fallen by a third over
the past half century, even as worker productivity has risen 150 percent. That divergence was
politics, pure and simple.

The decline of unions, which covered a quarter of private-sector workers in 1973 but only 6
percent now, may not be as obviously political. But other countries haven't seen the same kind
of decline. Canada is as unionized now as the U.S. was in 1973; in the *Nordic nations unions
cover two-thirds of the work force. What made America exceptional was a political environment
deeply hostile to labor organizing and friendly toward *union-busting employers.

And the decline of unions has made a huge difference. Consider the case of trucking, which
used to be a good job but now pays a third less than it did in the 1970s, with terrible working
conditions. What made the difference? De-unionization was a big part of the story.

(B)
And these easily *quantifiable factors are just indicators of a sustained, *across-the-board

anti-worker bias in our politics.

Which brings me back to the question of why we're talking so much about robots. The
answer, I'd argue, is that it's a diversionary tactic—a way to avoid facing up to the way our
system is *rigged against workers, similar to the way talk of a “skills gap” was a way to divert

attention from bad policies that kept unemployment high.

And progressives, above all, shouldn’t fall for this *facile *fatalism.( American workers can

C)
and should be getting a much better deal than they are. And to the extent that they aren't, the

fault lies not in our robots, but in our political leaders.

(HH# Paul Krugman:Don’t Blame Robots for Low Wages (The New York Times ,
14 March 2019)



iE

lagging: {E3E.

agitation: JFE).
apocalypse: BARER, BEIER 7RI,

C-3PO:

BRI C B L 722Ky b DR

disruptive: WEERY7Z:.
strip mining: & RKERHE.

en masse: —A 2.

stagnation: AN, S
Nordic: JbRk®.
union-busting: HAE L.
quantifiable: E@ILTX 5.
across-the-board: £RHIZ.

rig: ALENT 5.

facile:

L%,

fatalism: &,

(1)

TR (A) KRB EVEROHEFEE, KO (T)~(2) D) o5 —2RY, i

i

g={111}

W,

(7)
(1)
(%7)
(=)
(2)
(3)

(4)

amazing
decreasing
annoying
damaging
THRES B) 12T AEFDEZ EHAETHOLI DR T LHP LS v,

TR (C) & HAFRIZIRL % S v

BLDFTAL MVELTRDBYRDDE, RO(T)~(Z)DI Hh 65—,

&V,

(7)
(4)
(7)
(=)

HEMEFHFOBNLEZMAEOTNITT S %
EEEDETZHMEDOTVIIT 5%
BE&oREKrz o Ry POEWIZT S %
HEZDIEREZT Ry bOFWIZT 5%

TEZR S



